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A COMPARISON OF SELECTED SCHOOL EFFECTIVENESS
MEASURES BASED ON LONGITUD.INAL DATA
Gary L. Marco

Educational Testing Service
Abstract

The purpose of this study was to compare five methods of computing
school effectiveness indices (SEIs) from longitudinal data. The five
methods were within-school regression, within-school regression corrected
for the unreliability of measurement, mean difference scores, average
individual residual scores (based on the regression of student output
scores on student input scores), and school residual scores (based on the
regression of school mean output scores on school meun input scores). The
sample consisted of 3,769 third-graders from 70 elementary schools in the
Midwest. The raw data consisted of Total Reading scores from the Metropol-
itan Primary II Achievement Test administered in Fall 1970 and Spring 1971.

while the various school effectiveness indices differed from one another
and in their correlations with other variables, little evidence could be
found for the lack of validity of any school effectiveness index. Further,
all of the school effectiveaness indices were highly stable across samples,
except for the school effectiveness indices for initially high-scoring
students. Fin;lly, predictions from nonlongitudinal data furnished
reasonable estimates of schcol effectiveness as measured by one of the
school effectiveness indices.

The methods should be tried out at other grade levels. Further, the sta-
bilities of the various school effectiveness indices across Yyears should

be studied.




A COMPARISON OF SELECTED SCHOOL EFFECTIVENESS
MEASURES BASED ON LONGITUDINAL DATAl
Gary L. Marco

Educational Testing Service

With the recent emphasis in- education upon program budgeting and cost
effectiveness has come a renewed interest in school system evaluation.
However, how school effectiveness should be estimated is unclear. The
purpose of this study is to compare selected methods of estimating school
effectiveness from longitudinal data.

Various techniques have been suggested to generate school effectiveness
indices. Indices commonly used are the avercge performance of students in
a particular grade in the school and the difference between the performance
of students in the school and the performance of a national norm group.
Although these two methods have been widely used, they have a fatal flaw:
neither takes into account the differences in initial status.

In some studies partial control over differing input levels has been
achieved by holding socioeconomic status (SES) constant. Schools serving
students from low SES families have been compared with one another, as have
schools serving students from more advantaged families. The school effective-~
ness index in such a case is the deviation of performance from the average
of the schools serving like children. This index is often employed with
data collected at one point in time for a given grade level, such as state-
wide testing program data. Ability scores have sometimes been partialed
out of achievement scores in an attempt to control for initial differences.

In this case, the difference between the actual performance and the predicted

performance has been used as a measure of school effectiveness. Unfortunately,
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the distinction between ability and achievement, is unclear operationally,
so that partialing out ability also partials out some of the walid school
veriance. 1n other studies cross-sectional data have been used to estimate
school effectiveness indices. These data are useful for estimating school
effectiveness only if it is assumed that students in the lower grade are
now performing on the average at the same level as students in the higher
grade did at the lower grade level. The difference in the means of the

twe groups has been used as a measure of effectiveness.

Longitudinal data have been recognized as the sine qua non of good
evaluation in nonexperimen+al settings (see Dyer, Linn, & Patton, 1969;
Hilton & Patrick, 1970). Longitudinal data may be available at the school
level (for example, third grade arithmetic mean and sixth grade arithmetic
mean three years later) or at the student level. Unless the student group
enrolled in a lower grade has remained intact over the interim period, the
school data will be based on a group that is somewhat different from the
group of students that was present at both data collection points. To
distinguish these "unmatched" groups from groups that are composed of the
same students, the former has been called an 'hnmatched-longitudinai
sample” and the latter a "matched-longitudinal sample" (Dyer et al., 1969).

Dyer, Linn, and Patton compared school effectiveness indices based on
a matched-longitudinal sampic, an unmatched-longitudinral sample, and a
cross-sectional sample, and concluded:

Although it seems apparent that the use of discrepancy
measures raises a great many problems needing further
research, it 1is also apparent, from the present study,

that such measures when based on matched-longitudinal
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samples are the ones most likely to provide valid
measures of system effectiveness [1969, p. 605].
There are a number of methods of generating school effectiveness

indices that. could be used with longitudinal data cthat were not used in
the Dyer study. ‘The purposes of the present study were (a) to compare the
school effectiveness indices generated by the selected methods, (b) to estimate
the stability of the school effectiveness indices across samples, aad ()
to assess the adequacy of using nonlongitudinal data for predicting school
effectiveness indices obtained from longitudinal data. Three sub-studies

were conducted to accomplish these purposes.

General Procedures

The general procedures for the study are outlined in this section.
Procedures specific to the sub-studies are discussed in the three following
sections.

Sample. The schools in the sample consisted of 70 elementary schools
that participated in a 1970-71 ESEA Title 1 statewide evaluation study con-
ducted in the Midwest. The students in the sample were those third-graders
who took a pretest in the Fall (November primarily) of 197C and a posttest in
the Spring (May primarily) of 1971. Only those students tested in both the
Fall and the Spring were included in the study sample. A total of 4,778
students were tested at least once; 3,769 students (79%) were tested both
times. The sample sizes for the schools in the study ranged from 17 to 152.

Instruments. Forms F and G of the Primary II Reading Test of the
Metropolitan Achievement Tests were used for the study. The Primary 11
Reading Test is appropriate for second- and third-graders. Since the third-

graders in the sampie, being students in Title I and comparison schools,
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were assumed to be lower achievers than the average third-grader, the
Primary 11 Reading Test was administered to ensure that the test material
would not be too difficult for the students. Total Reading standard scores
from the two administrations were used as the data base for.the study.

The appropriaveness of the Primary II Reading Test for the sample is
indicated by the below-average pretest means of the sample. The pretest
mean reading score for the 3,769 students was 51.82, which corresponds to
a g-ade equivalent score of 2.6. Thus, the study sample was on the average
about six months behind the norm for students in the second month of their
third year.

Variables. Information on a numver of variables was used in the study.

These are listed in Table 1. Records of the State Department of Education

furnished information on Variables 1-9. A questionnaire about Title I
reading programs yielded data on Variables 10 and 11, while Variables 12-15
were obtained directly from the Metropolitan Achievement fest.

Since schools tested on different dates, the number of days between
the pretest and the posttest was not the same from school to school. The
number of weekdays between testings ranged from 119 days to 160 days.
Variable 16, Weekdays between Pretest and Posttest, was derived from the
testing dates.

The staff of each school was asked to identify those students partici-
pating in an ESEA Title T reading program. This information, coupled with
the number of students taking both tests, defined Variable 17, Percent of

Students Participaiing in Title I Reading.




Student stability also varies from school to school. To obtain a
"stability" index for the school, the total number of students who took both
tests was divided by the total number of students tested, the assumption
being that those students not tested twice transferred either in or out
during the year. This variable was Percent of Students Taking Both Tests
(Variable 18).

Variables 19-30 were those associated with the various school effective-
ness indices that were derived. Variables 19-21, 23-26, 28, and 30 were of
primary interest in Sub-studies I and II. Variables 1-18, 22, 27, and 29
were useful in interpr.iing the school effectiveness indices in Sub-study I.
Variables 1-9 and Variable 18 were used as predictors in Sub-study III.

Methods of eatimating school effectiveness. Five methods were

1. Within-school regression. For each school the regression line
describing the relationship between individual student pretest
and posttest scores was computed and posttest values were estimated
at reference points for low-, middle-, and high-scoring students.

That is, for a given reference point, X_. ,

used to compute school effectiveness indices. These were as follows:
|
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where A is the leasl squares estimate of the within-school slope; and
Y and X are the school means on thc posttest and pretest,
respectively.

2. Corrected within-school regression. Same as 1, except the slope

and intercept were corrected Tor the unreliability of the pretest
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measure on the basis of data reported by the test publisher.

Symbolically,
SEI=-1-2—;A';XO+§-§—A)O(—i ;
=Y-—R-é)&(i-xo) ‘ 1‘
where A, XO 5 Y, and X are defined as in Method 1; and RXX '

is the pretest reliability egtimate {for the school.

3. Mean difference scores. Tor each school the mean difference

score (posttest score minus pretest score) was computed; thus,

—-—

SEI =Y - X .

b, Individual residual scores. Individual student posttest scores
were regressed on individual student pretest scores for the
total sample of students across schools an n individual

residual scores calculated for each school. In this case,

SEI

n

1 = =
§ 50y - (@ + T - )

n

Y- [Y-3B(X-X)]

where N 1is the number of students in the school taking both
tests; Yi and Xi are the posttest and ﬁretest scores,
respectively, for individual i ; B 1is the least squares
estimate of the slope for the students across all schools;

? and ; are the grand posttest and pretest means, respectively;

and Y and X are the posttest and pretest means for the school.
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5. School residual scores (pretest model). School posttest means
were regressed on school pretest means and school residual
scores calculated. This is the one-predictor-variable equivalent
of the method suggested by Dyer (1971) as a measure of school

effectiveness. Here

SEL =Y - ((X + ¥' - CX')

¥ - [¥-cX-3%)]

‘there Y and X are posttest and pretest means, as previously
defined; C 1is the least squares estimate of the regression
slope of the school posttest means on the school rretest means:
and Y' and X' are the unweighted averages of the school post-
test and pretest means, respectively, across all schools.

It should be pointed out that the school effectiveness indices derived
from the five methods are not comparable in the absolule sense. The
relative positions of the schools on the various school efiectiveness
indices may be compared, however.

Most of the methods are straightforward computationally. However, an
elaboration of the first two models is in order, since these models differ
from those that have been used to estimate school effectiveness.

The first two models are similar to analysis of covariance except that
no assumption is made about the equality of slopes from school to school.
This assumption about slopes is particularly restrictive when onz deals
wilh existing groups, such as the students in schools. Model 1 relates
tne observed posttest score to the observed pretest score. This procedure
is like the one Rock, Baird, and Linn (1972) used to estimate college

effectiveness.
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Often one is interested in compearing treatment groups not formed at

random, as in the case where schools are being compared. Cronbach and

Furby (1970) indicated the&t the findings of such a study can usefully be

true status on the posttest to true status on independent variables. Model
2 does essentially what Cronbach and Furby recommended; the slope and inter-
cept of the regression line relating the posttest to the pretest is correc:ed .
for the unreliability of the pretest measure.
In each of the first two models, it is assumed for purposes of the
present study that a straight line best describes the relationship between
the pretest scores and the posttest scores for a given school. It is not
assumed that fhe regression lines are the same from school to school, for
a school may be more effective for one type of student than another. In

Figure 1 it may be noted that School A appears to be the most effective for

summarized by calculating the within-group regression equations relating
high-scoring students, while School B appears to be the most effective for
low-scoring students. It is obvious in this case that a single school
effectiveness index is a misleading index, since it does not indicate the
fact that schools are differentially effective for students of differing ' |
abjlities. The schcol effectiveness index depends upon which pretest score
is selected as the reference point.

When only three schools are considered, as in Figure 1, a reference |
point need nct be selected; the graph itself is an adequate description

of school effectiveness. However, as the number of schools increases, a

graph of the lines becomes very messy; and it is necessary to resort to a




nongraphical procedure for describing sclhiool effectiveness. If tae slopes
of the regression lines were equal, then one could chocose any arbitrary
point on the pretest score scale and cumpare predicted posttest scores.
The schools would maintain the same ordering, no matter which points werc
chosen. However, if the slopes were not equal, as is likely Lo be the case
if existing groups are studied, the selection of a refarence point is
crucial.

For purposes of the present study, it was decided to select refercnce
points Lo represent low-scoring, middle-scoring, and high-scoring students

and to compute a school effectiveness index for each group, as shown in

Figure 1. The points selected were the mean pretest scores across all
srhools and those points located on2 standard deviation above and belcw the
mean; namely, 40.88y2, 91.8201, and 60.7910. The school effectiveness
incdices arc ~stimates of the mean posttest scores for individuals having
these fixed prevest scores. wWhile one could subtract the fixed point from
the estimated mean Lo obtain a "prowth" school effectiveness index, the
estimated mean works just as well and is used in this study as the school
effectiveness index,

) Tn Model O, corrections tor the unrcliability of measurement were made.
It is well known that test unreliability results in an underestimate of the
slope of Y on X (see, fcr example, Snedecor % Cc hran, 1967). The
sample regression coefficient, as Sncdecor and Cochran indicate, provides
an wnbiased estimate of A'(Rxx) , where A' is the true slope and ka

is the reliability of the predictor variable for group X . Thus, A' can

be estimated by dividing A , thec observed slope, by the reliability of the

test.
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The problem of bias due to measurement error is most sericus when the
posttest scores are estimated from regression lines determined on groups
that have widely disparate pretest means. Suppose that two groups had the
same observed slopes and intercepts, but differed only in mean performance

on the pretest and posttest, as illustrated in Figure 2. For any selected

reference point on X , the estimated value of Y would be exactly the same
for the two groups. Suppose, however, that the slopes (and intercepts) were
corrected for measurement error. They would then appear somewhat as shown
by the dotted lines. The expected value of the group with the lower mean
would be higher for any reference point, say XO . In this case, the
estimated values computed on the basis of the observed slopes and intercepts
would be biased against the lower scoring group--a phenomenon that will obtain
whenever the slope is positive. The adjustment of the slopes requires the
use of the test reliability.

In this study test reliabilities for each school were not available;
they had to be derived. If it is assumed that the error variances of two
groups are the same, then the following formula (Gulliksen, 1950, p. 11il)

can be used for estimating the reliability of test scores for Group 2 from

the reliability of Group 1 scores:

where Si is the variance of Group 1 on the test,

Rll is the reliability of the test for Group 1,
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2
82 is the variance of Group 7 on the test, and

R is the reliability of the test for Group 2.

22

But Si(l - Rll) is the variance error of measurement. Thus, one can

estimate the reliability of the pretest for a particular school if one
knows the Total Reading variance error of measurement for the Metropolitan
standardization sample and the variance of Total Reading scores for the
school.

The standard error of measurement for the standardization sample on
Total Reading was 1.9 (Durost, Bixler, Wrightstone, Prescott, & Balow,
1971); the variance error of measurement was thus (1.9)2 or 3.61. Hence,

the pretest reliability for a given school was estimated from the formula:

The estimated true slopes and

computed as follows:

B'

where A' is corrected slope,
A is observed slope,
is estimated pretest recliability,
is  corrected intercept,
is posttest mean, and
is t pretest mean.
The corrected school eifectiveness index for a given reference point,

was computed by the formula A'XO + B' .,




Sub-study I: Comparison of School Effectiveness Indices

Procedures and Results

The first sub-study involved a comparison of the school effectiveness
indices generated by the five methods. The school effectiveness indices
were computed according to the methods already outlined for each of the
70 schools in the sample. Regression coeff{icients ard other descriptive
information for the schools that had the highest and lowest school effective-
ness indices, as estimated from the corrected within-school regression lines,

are reported in Table 2, The regression coefficients for the two other

models using regression lines to generate the school effectiveness indices

are shown in Table 3. It may be noted that the slope for the School Residual

(Pretest) method is very close to one. Thus, school eftfectiveness indices

generated using this model (observed mean minus estimated mean) will

necessarily be highly correlated with Mean Difference Scores.
Intercorrelations among the school effectiveness indices derived from

the five methods are reported in Table 4. The intercorrelations among the

nine school effectiveness indices were factor analyzed by the Minres method

(Harman, 1967). The residual correlations were negligible after three




factors had been extracted. The three derived factors rotated according

to the normalized varimax criterion are shown in Table ©.

Insert Table © about here

The other 21 variables identified in the section on Variables were
correlated with the school effectiveness indices to provide the basis for

comparing the methods. These correlations are givin in Table 6.

In Tables 4 and € a correlation of #.252 is significantly different
from zero at « = .05. A difference of +.15 in the correlations of any two
school effectiveness indices with a third variable is significant at « < .05
if the correlation between the school effectiveness indices is at least .80.
(This difference is conservative, for it assumes a multiple correlation of
zero between a weighted combination of the school effectiveness indices and

the third variable. See Dubois, L+0%Y, p. 549, for the exact test.)

Discussion: Direct Comparisons oi the Istimates

With respect to the correlations shown in Table 4, it may be noted,
first of all, that the corrected school «f ~ctiveness indices correlated
nearly perfectly with their correspondins uncorrected school effectiveness
indices (19 vs. 23, 20 vs. 24, 21 vs. 29). Thus, in this study the correction
for the unreliability of the pretest made little difference. This effect is
not surprising in view of the fact that the Total Reading score on the

Metropolitan Reading Test had a reliability of .97 for the national norm
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sroup. In this study, then, Variables Z3, ™%, and 0% were virtually
interchangeable with Variables lv, &0, ard 21, respectively.

Sreondly, the Mean Differoncs Scores (Veriable 28) correlated nearly
perfectly {r = .996) with the Schoel Residual (Pretest) School Effective-
nass Indices (Variable %0). This vesult, too, is not surprising in view
oj" the ract that the slope for the School Residual (Pretest) School
Offectiveness Index was .90 (see Table-y). It the slope for the rerression
01 school mean output or school.mean iﬂﬁut were 1.00, the two variables
would have becn perfectly correlated.

Thirdly, the Individual Residual School F{fectiveness Tndices were more
hirhly correlated with the School Residual (Pretest) School Effectiveness
Indices (r = .96) than any cther type of school effectiveness index. Both
of these methods utilize as school effoctiveness indices deviations about
the regressién line of a reference group. A school's school effectiveness
ndex is the difference between the observed school posttest mean and the
predicted school posttest mean. Although the regression coefficieuts for
the two models wer: different (see Table 5), apparently the higher intercept
for the Individual Residuals compensated enough for the lower slope to yield
predicted school posttest means that were similar to those computed from the
School Residual regression coefficients.

Fourthly, assuming the validity of the Within-School Regression
Corrected School Fffectiveness Index, the schools were differentially
effective for low-, middle-, and high-scoring students. The correlation
o0t the school eftectiveness indices for low-scoring students (Variable 25)
with the school effective.ess indices for middle-scoring students (Variable

?h) was .79, but the correlation of Variable 2% with the school etfectiveness
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indices for high-scoring students (Variable 25) was only .25. Thus, the
rank ordering of the schools changed supstantially with the ability of the
students. On the vasis of the current data, it must be concluded that in
general a single school effectiveness index for a school is not an accurate
description of the effectiveness of the school for students at all ability
levels.

Finally, of the school effectiveness indices not computed from within-
school regression (Variables 26, 28, and 30), the Individual Residual School
Effectiveness Indices (Variable 26) correlated highest with the wvarious
within-school regression (corrected and uncorrected) school effectiveness
indices. The correlation of the Individual Residual School Effectiveness
Indices with the corrected school effectiveness indices for middle-scoring
students (r = .99) was considerably higher than the correlations with the
corrected school effectivenesé indices for low- and high-scoring students

(r's - .77 and .73, respectively). Figure 3 shows the relation between

Insert Figure 3 about here

Variables 24 and 26. It may be noted that the discrepancy between the two
methods incrcased as the school effectiveness indices increased. Perhaps

the within-school regression lines for "high-scoring" schools deviated more

from the total individual regression line than did the lines for "low-scoring"

schools. This and other hypotheses should be explored with new samples.

Discussion: Factor Analytic Results

The data in Table 5 indicate that three dimensions are necessary to

account for the intercorrelations among the school effectiveness indices
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and further demonstrate that the various methods yield Jdifferent estimates
of school effectiveness. Factors I and II represent school effectiveness
for low-scoring\and high-scoring students, respectively. Factor III
separates the Mean Difference Scores and the School Residual (Prctest)

School Effectiveness Indices from the other types of school effectiveness

indices. The Within-School Regression (corrccted and uncorrected) School Effce- .
tiveness Indices (Middle-Scoring Students) and the Individual Residual

School Effectiveness Indices have moderate loadings on all three factors.

These factor-analytic results lend support to the claim that one school
effectiveness index is insufficient for summarizing school effectiveness
and to the claim that Mean Difference Scores and School Residuals provide
23timates of school effectiveness that are different from those provided

by the other methods.

Discussion: ' "Meanings" of the Estimators

The correlations of the school effectiveness indices with Variables
1-18, 22, 27, and 29 (see Table 6) provide a basis for interpreting the school
effectiveness indices. In terms of their correlations with another variabile,
the variables were, with few exceptions, ordered (high-to-low or low-to-high)
as follows: Variable 2% (or Variable 20), Variable 26, Variable 30, and -
Variable 28. Differences of +.15o0r more existed between at ieast one pair
of school effectiveness indices in the correlations with Variables 1, 9, 3,
4, 6, 10, 12, 13, 14, and 18. Particularly striking are the differences in
the correlations of the school effectiveness indices with Variables 12, 14,
3, 2, and 6.

Several of the school effectiveness indices have relatively high corre-

lataons with the Total Reading pretest means. The correlations of the
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Within-School Regression Corrected School Effectiveness Indices with the
pretest means ranged from .19 to .38. The Individual Residual School
Effectiveness Indices had a correlation of .28 with the pretest means. Of
course, the School Residual (Pretest) School Effectiveness Indices had no
relationship to the pretest means, since they were computed by partialing
out the pretest means. The Mean Difference Scores correlated negatively
(-.10) with the pretest means.

0'Connor (1972) claimed that é‘method using school residuals (et.
Variable 3%0) is preferable to a method using mean individual residuals
(ef. Variable 26). His arguament w43 hated on the assumption that mean
student input and residuals should be uncorrelated. However, the "true"
correlation of school effectiveness and the initial input of students,
while unknown, might well be positive. Wealthier school districts, which
frequently have better facilities and a more experienced, highly trained
staff, usually serve higher achicving students. If the schools in such
districts were more effective, given equal student input, one would expect
a positive correlation between student input and erfectiveness and input
to be zero.

The possibility must be entertained that the higher school effective-
ness indices of schools serving students of higher initial achievement
levels were due to the lack of control over relevant variables. Campbell

and Erlebacher (1971), in discussing ex post facto evaluations of compen-

satory education, pointed out: ", ..The usual procedures of selection,
adjustment, and analysis produce systematic biases in the direction of
making the compensatory program look deleterious [p. 185]." Barnow (1972),

however, demonstrated that under certain conditions ex post facto analysis

does not lead to bias.
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The negative correlations of Mean Difference Scores with Pretest Mean
were not unexpected. It is well known that difference scores tend to be
negatively correlated with initial scores (see, for example, Thorndike,
1966). Such a condition would result in a negative correlation between
the school effectiveness indices and the Pretest Means. This condition
is undesirable in that it produces results biased in favor of initially
lower-scoring groups, and it is for this reason that an attempt is made to
control initial status. It should be pointed out that sometimes this bias
in difference scores can lead to an unbiased measure of effectiveness~--when
it counterbalances the bias from other sources (Campbell & Erlebacher, 1971).

The correlations of the school effectiveness indices with the Total
Reading posttest means are even higher than those with the pretest means.
This result is to be expected whenever there are treatment effects (in
this case, school effects), for the posttest scores reflect the treatment
efTects s well as the initial achievement levels.

The correlations of the Within-School Regression (corrected and
uncorrected) School Effectiveness Indices (Middle-Scoring Siudents) and
the Individual Residual School Effectiveness Indices with Percent Non-

White (Variable 3) are much lower than those for Mean Difference Scores

and School Residual (Pretest) School Effectiveness Indices. All of the
correlations were negative. The same pattern is true of the correlations with
K-12 District Current Operating Expense per Pupil (Variable 2). However, the
correlations in this case wero poritive. Thus, Mean Difference Scores and
School Residual (Pretest) School Effectiveness Indices tended to be less

correlated (in an absolute sense) with the racial composition of the schools

and more correlated with cost per pupil. The correlations with Percent of
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Teachers with Five or More Years Experience (Variable 6) were close to
zero. Those of the Within-Schocl Regression (corrected and uncorrected)
School Effectiveness Indices were slightly positive, while those for Mean
Difference Scores and School Residual (Pretest) School Effectiveness

Indices were slightly negative.

Summary

This analysis indicates that the school effectiveness indices generated
by the five different methods differ and have somewhat different correlation
patterns with other variables. However, which of the school effectiveness

' school effectiveness over one academic

indices best approximates "true'
year is not known. There is a need for a study of schools of known quality,
so that a determination of the validities of the various, school effective-

ness indices can be made.

Sub-study II- Stability of the Estimates

In the preceding section, differences among the various esiimates of
school effectiveness were pointed out. One factor that should be considered
in choosing a method of estimating school effectiveness is the variance,
or mean square errors, of the estimator. A blased estimator may be useful
if it is not "too" biased and if the estimates vary little from one sample
to another. In this section evidence concerning the stability (reliability)
of the various estimat2s of school effectiveness is presented.

Existing statistical theory could have been used to derive estimates
of the religbilities., However, since such estimates are based on normal

distribution theory, which may not apply here, an empirical determination




- -

of the ieligbilities of the estimators was made. As in the previous sub-

study, Total Recading scores were used.

Preccdures and Resulis

The sample from each of the schcols in the study was divided into
random halves by use of the Tauswourthe random number generator for the
TEM 560 (Whittlesey, 1968). Then each of the five methods of computing
school cffvctiveness indices were used to estimate school effectiveness
for each sample. Ten school effectiveness indices were thus available for
cach school. (These correspond to Variables 19-2i, 23-26, 28, and %0,
identified in Table 1.)

The variances of the estimators could not be compared directly because
th. scales differed from one set of school effectiveness indices to another.
Therefore, a scale-free index had to be used. Two such indices were used
here, a reliability coefficient and a signal-to-noise ratio.

Reliebility coefficients for the school effectiveness indices estimated
by each of the five methods were computed by means of analysis of variance.
The variation of the school effectiveness indices estimated by a particular
method {or the two random halves can be divided into among-school variation

and within-school variation. The expected mean squares are as follows:

Source of Variation Expected M.S.
2

Schools o samples + 2 02 schools
2

Samples within. schooks ., . samples

As indicated in Winer (1962), the reliability of the mean of two observations

02 schools

is estimated by . Here, of course, the observations

2
0’ .
02 schools + ___EEgR&Eé




were the school effectiveness indices for the two samples. Each sample

was romposed of 27 students on the average, but the number varied from
school to school. The variation in sample sizes did not enter into the
computations here. Thus, reliability estimates were based on an unweighted-
means analysis of variance.

For each method a signal-to-noise ratio was also ccmputed. Tt is simply

02 samples
2 L]

o schools divided by the estimated "noise," This index
furnishes another way to look at the stability of an estimator. It is
informative because, as Stanley (1971) pointed out, an increase in the
retio is directly related to an increase in number of items (or number of
student samples in this case). Thus, by dividing the signal-to-noise ratio
of one measure by that of another, one can discover how many samples would
have to be used in order to make the reliability of the two measures equal.
Table '/ shows the varianc¢ components, signal-to-noise ratios, and

reliability coefficients for the school effectiveness indices estimated

by the five different methods.

Insert 'Pable 7 about here

———————————— - -

Discussion

The Individual Residual School Iffcetiveness Indices were the most
stable across samples, having a reliability coefficient of .85 and a signal-
to-noise ratio of 5.6l. The Within-School Kegression (corrected and un-
corrected) School Effectiveriess Indices were the least stable, particularly
the school effectiveness indices for high-scoring students. The instability
of the school effectiveness indices for high- and low-scoring students is to

be expected, since under usual conditions data are limited in the extremes.

o
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“or instance, under normal distribution theory the variance of the Within-
S-:col Regression School Effectiveness Tndex for a given school is a

=\
function of (%D - X)" s vwhere XO is the reference point for which the
sechool effectiveness index is to be estimeted, and X is the mean pretest
score for the school (see, for oxample, Draper & Smith, 196C, p. 22). The

veriance increases as (X. - X)°  increases, and sor mcst schools would

0
yield larger variances for the school effectiveness indices at the extreme
reference point than for the school effectiveness indices at the middle
reterence point. It should be remembered that indices of school effective-
ness f{or students of differing initial achievement were not computed tor
three of the methods. Thus, the stability of' the Individual Residual School
Effectiveness Indices, Mean Difference Scores, and School nesidual (Pretest)
School Effectiveness Ilndices for high- and low-scoring students is not
known.

The schocl effectiveness indices Tor middle-scoring students computed
{rom the within-school regression lines were slightly less stahl: than the
Individual Residual School Effectiveness lndices, Mean Difference Scores,
and School Residual (Pretest) School Effectiveness Indices. Comparing the
sipnal-to-noise ratios indicates that it would take 1.4 (5.61/3.92) student
samples to make the reliability of Within-School Regression School Effective-
ness Indices (Middle-Scoring Students) equal to that of Individual Regression
School Effectiveness Indices based on one student sample,

It may be noted that the within-school regression corrected school
effectiveness indices were less stable than their corresponding uncorrected

school effectiveness indices, presumably because of the error involved in

estimating reliability. Since it can be assumed that the corrected school
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effectiveness indices were less bdiased, one is forced to rhoos» between a
school effectiveness index that is less biased and a school effwc*iveness
index that is more stable.

While the extent of the bias in the various estimates is unknown, if
it could bLe determined that the cther methods of computing school effective-

’ ness indices were only slightly more¢ biased than the within-school regression

scheol effectiveness indices, then they might be more useful as measures of
school errectiveness because of their greater stability.

In any case, for this sample o!f schools, all of the school effective-
ness indices except those for high-scoring students appear stable enough
to warrant their use as measw s of school ¢“rectiveness. However, with
regard to stability the Individual HKesidual School Eftectiveness Indices

are the preferred ones.
Sub-study 11I: Prediction of Scheol nffectiveness Indices

Given that reasonably good e¢stimates ot srzhool eftectiveness are avail-
able from longitudinal data, it may be possible to predict the school
efrectiveness indices with a reasonable Jdersree of accuracy from nonlongitudinal
data that are readily avallable in many schools. This possibility was in-

vestigated in Sub-study 1I11.

Procedures and Results

The Within-School Regression Correctad Schoul Efffectiveness Index
(Middle-Scoring Students) was selected as the measure of school effective-
ness to be predicted from the state variables, and herecarter is referred
to as SEI'(M) . Because of the correction for the unreliability of the

pretests this school effectiveness index was assumed to be less biased than

ERIC
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the other school effectiveness indices for estimating overall school
effectiveness. The variables used to predict SEI'(M) were Variables
1-9, 18, and two new variables. (See Table 1 for descriptions.) The two
ney predictor variables were the posttest mean and posttest standard
deviation based on all students who took the posttest. These variables
are the nonlongitudinal counterparts of Variables 1% and 15, which were
based on those students who took both the pretest and the posttest, and
are labeled 14' and 15' in the remainder of this section. Such achievement
data, based on all students rather than on a longitudinal sample, are often
available in schools. Variable 18, Percent of Students Taking Both Tests,
was included as a predictor variable even though it was vpased on test data
taken at two points in time. As was indicated previously, this variaple
is a measure of the stability of the student body. Although a stability
index in the form of Variablie i8 might not be available in many schools,
some index of the stability of the student body would usually be available.
A forward-selection stepwise regression procedure was used to select
the predictor variables to be included at each stage. In this process the
regression of the variables incorporated into the model in previous stages
was examined. Predictors were added until the amount of variance accounted
for by any predictor left out of the model was less than .00l. The results,
are given in Table 8. Multiple Rs, standard errors of estimate, and F-tests

are reported as well as unstandardized regression coefficients.
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Discussion

Only three variables, Variables 14', 4, and 2, made a signiticant
contribution to prediction at « = .05 (see the bottom line of Table 8).
These were Posttest Total Reading Mean, Pupil/Professional Instructional
Staif Ratio, and K-12 District Current Operating Expense pér Pupil
(1969-70). The correlation of these three predictors with SEI'(M) was
.79. The equation using all o the variables correlated .83 with SEI'(M)
and accounted for 68% of the variance, as opposed to 62% for the three
predictors. XNo validation of these results was attempted; but, if the
weights derived from the full equation were used on a new sample, the
shrinkage that would prcbably result makes it desirable to use the three-
prearctor equation.

it is interesting to cbserve that thc weight for a given variable
changed very little as predictors were added. One would have expected
that, as a result cf the increasing multicollinearity of the predictors,
the regression weights would have bounced around. The squared multiple
correlation of any one of the predictor variables with the remaining pre-
dictor variables is an indica*ion of the collinearity of that variable
with the others. In the nine-predictor subsct, Variables 8 and 9 had the
highest squared multiple correletions (.87) with the other predictors (see
Table 8). The highest squared multiple correlation o any one predictor
with the remaining predictors in the three-predictor subset was only .06.
Despite the increasing multicollincarity, the regression weights remained
relatively stable.

It is also interesting to note that Variable 3, Percent of MNon-White

Students, was not among the nine predictors selected by the stepwise
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regression program, even though its zero-order correlation with SEI'(M)
was -.43 (see Table 6). If it had been entered as a tenth variable, it
would have accounted for only 6% of the variance associated with SEi'(M) .
Thus, almost all of the SEI'(M) variance accounted for by Variable 3 was
also associated with the other predictors.

Assuming the validity of the Within-School Regression School Effective-
ness Indices for middle-scoring students, it appears that a reasonable
estimate of the effectiveness of a school for a given year can be made
from the mean score of a school (from spring data), pupil/professional
instructional staff ratio, and current operating expense per pupil. The
regression weights obtained in this study would apply only if the same
measures were used. However, the standardized regression weights may apply
more generally. The standardized weights for Variables 14', 4, 2, respec-
tively, were .78, -.27, and .23, indicating that weighting the standard
scores by 3, -1, and 1 would give an approximate indication of schocl

effectiveness. The school effectiveness indices predicted from these

three variables are plotted against SEI'(M) in Figure k4.

Conclusions

This study has shown that the five methods of estimating yield school
effectiveness indices are highly correlated. However, they are different
enough from one another and in their relations with other variables to
prevent them from being used interchangeably. The school effectiveness

indices for initially low- and high-scoring students appeared to yield
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unique information and raised doubts about using a simple index to measure
school effectiveness. While differences existed among the school effective-
ness indices, little evidence could be found for the lack of validity of
any school effectiveness index. The methods should be tried out in a
situation where the quality cf' schools is well known, so that a reasonable
choice among the estimators can be made.

The study has also shown that, except for the Within-School Regression
(corrected and uncorrected) School Effectiveness Index for high scoring
students, the various school effectiveness indices were highly stable.
However, the stability was mecasurcd in terms of the sampling error associated
with random halves. A more important kind of stability is the stability of
the school effectiveness indices Irom onc year to the next for schools whose
physical facilities, staff, student body characteristics, and programs remain
basically unchanged. Forsyth (1%73) investigated the stability of high-
school school effectiveness indices bascd on the residuals of twelfth grade
means from predicted means based ori ninth grade data. He found correlations
in the .20's for two differen: longitudinal student samples. The extent to
which the various school etfectiveness indices included in this study are
stable over years is uhknown and needs to be studied.

A final conclusion is that over a onc yecar period predictions from
nonlongitudinal data furnished reasonable estimates of school
effectiveness (r = .79), assuming the validity of the Within-School
Regression Schcol Effectiveness Index for middle-scoring students. The
results here were not validated on a separate sample of schoois. While
the use of nonlongitudinal data as a substitute for school effectiveness
indices based on longitudinal data seems promising, the method should not

be used in a practical setting until further evidence is accumulated.
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The conclusions from this study are limited in their generalizability
in two respects: (a) The study involved an accidental sample of third
grade students. The students were in schools that had Title I reading
programs and in comparison schools and were somewhat below average in
reading achievement. The results may have differed if students of higher !
ability or at higher grade levels had been involved. (b) The study was
limited to longitudinal data collected during one academic year. The
methods should be tried out in a situation where a iwo- or three-year

interval exists between pretesting and posttesting and where data on more

than one cohort are availa“le.
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Variable No.

HwNn -

O 0 N O U

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30

Table 1

Variables Used in the Study

Description

K-12. District Instructional Expense per Pupil (1969-70)
K-12 District Current Operating Expense per Pupil (1969-70)
Percent of Non-White Students

Pupil/Professional Instructional Staff Ratio (includes teachers,
principals, librarians, counselors, etc.)

Pupil/Teacher Ratio

Percent cf Teachers with Five or More Years of Experience
Percent of Teachers with Master's Degree

Total Number of Students in School (Fourth Friday counts)
Total Number of Third-Graders (Fourth Friday counts)
State-Funded Compensatory Education Program? (Yes, No)
State-Funded Remedial Reading Program? (Yes, No)

Pretest Total Reading Mean

Pretest Total Reading Standard Deviation

Posttest Total Reading Mean

Posttest Total Reading Standard Deviation

Weekdays between Pretest and Posttest

Percent of Students Participating in Title I Reading

Percent of Students Taking Both Tests

Within-School Regression SEI (Low-Scoring Students)
Within-School Regression ¥ (Middle-Scoring Students)
Within-School Regression S..: (High-Scoring Students)
Within-School Regression Standard Error of Estimate
Within-School Regression Corrected SEI (Low-Scoring Students)
Within-School Regression Carrected SEI (Middle-Scoring Students)
Within-School Regression Corrected SEI (High-Scoring Students)
Individual Residual SEI

Individual Residual Standard Deviation

Mean Difference Score

Mean Difference Standard Deviation

School Residual SEI (Pretest)
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Table 2
Within~-School Regression Coefficients and Other Information for
Schools That Had the Hiphest and Lowest School Effectiveness

Indices for High-, Middle-, and Low-Scoring Students®

High-Scoring Middle-Scoring Low-Scoring
. Students ___ Students Students
Highest Lowest Highest Lowest Highest Lovest
ltem SEI SEI SEI SEL SE1 SEI
School Code 082 152 082 152 192 042
No. of Students 28 39 46 143
i
High Pretest Score 61 65 ; 94 81
Low Pretest Score 38 8 36 13
Pretest Mean 47.5 42,7 59.5 52.2
Pretest SD (N) 6.9 11.3 11.9 9.6
Same
Posttest Mean 58.8 46.5 67.8 55.2
as for
Posttest 3D (N) 11.1 9.1 ] 9.5 10.3
High-
Pretest-Posttest
Scoring
Correlation 0.90 ¢.78 0.59 0.86
Students
Estimated Pretest
Reliability 0.92 0.97 0.98 0.96
¢ Intercept (uncorrected) -9.65 16.92 39.99 6.93
. Slope (uncorrected) 1.44 0.69 0.47 0.92
Intercept (corrected) -15.19 15.8¢ , 39.26 4,96
t
Slope (corrected) 1.5  0.72 - 0.48 0.96
SEI (uncorrected) 80.8 60.5 65.0 52.9 59.1 44,7
SEI (corrected) 82.6 61.0 65.6 53.1 58.9 44.3

%The reference points were 62.7510, 51.8201, and 40.8892 for high-,
middle-, and low-scoring students, respectively.
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Table 3

Regression Coefficients and Other Information on the

Individual Residual and School Residual Models

Item

Response Variable

Predictor Variable

No. of Observations
Predictor Mean
Predictor SD
Response Mean
Response SD

Predictor-Response
Correlation

Intercept
Slope

Standard Error of
Estimate

Model
Individual School Residuals
Residuals (Pretest)
Posttest School Mean Post-
Score test Score
Pretest School Mean Pre-~
Score test Score
3769 70
51.82 51.82
10.93 9.87
58.34 58.54
11.27 10.14
0.80 0.90
15.60 8.98
0.82 0.96
6.76 2.14
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Derived Minres Factors for School Effectiveness Indices

Variable

W/Schl Reg. (L)

. W/Schl Reg. (M)
W/Schl Reg. (H)
W/Schl Reg. Corr. (L)
W/Schl Reg. Corr. (M)
W/Schl Reg. Corr. (H)
+ Ind. Residuals

Mean Differences
School Residuals

O 0 ~ & n & W N e

Factor Variance
% Factor Variance
7% Total Variance

Eigenvalue
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Table 5

(Normal Varimax)

Factor
I u pesd 2
.95 .12 .28 1.000
.67 .66 .35 1.000
.13 .95 .28 1.000
.95 .09 .28 .997
.65 .66 .37 .998
.08 .95 .30 .995
.58 .53 .59 .969
.40 .42 .81 .994
.45 .46 .77 1.000
3.42 3.36 2.17
38.2 37.5 24.2
38.0 37.3 24.1
6.93 1.54 0.48




-, l‘-

8%°0
s%°0
sc’o
2 8¢
660
9,0
LrTo
9¢°0
L0

6¢

s7°1
0e°9

60
26°0
19°0
62°0
19°0
89°G
AW
29°C
{9°0

Le

L0°0
°0
90° 0~
00°0
%0°0-
L9090~
%0° 0=
80° 0~
80°0-

01

16 e
8%°0
L{6°0
€270
96°0
99°0
8¢°0
Ls°0
S9°0

(44

£L°8¢
97 "89

1A\
¢T°0-
6C¢ 0~
8C°0-
1€°0-
1¢°0-
80~
€70~
¢c o~

GS°TI1
1€°8¢L

?1°0
ot'0
9¢°0
61°0
AN
1Y A0
[AAY
0e°0
92°0

81

6L°8ST
78°C6%

¢eo-
0z°0-
620~
62°0-
1e°0~
0z°0-
0t 0-
Te°0-
0z 0~

8

81°92
0612

10°0

70°0

60°0-
z0°0-
90° 0~
80°0-
%0°0-
80°0-
60°0-

L1

91'11
LS761

61°0
0z°0
81°0
00
¢T’0
8T°0
c0°0
ST°0
61°0

L

60°6
0€°6eT

L0°0
0t1°0
10°0-
¢0°0
¢0°0-
S0°0-
10°0
t0°0-
90 0O-

91

86°¢1
96°LS

tito-
ST 0-
10°0-
€0°0
90°0
L0°0
v0°0
80°0
0t'o

88°¢
£6°6¢

L1°0-
0z°0-
60°0-
£T°0-
11°0-
€0°0-
01°G-
60°0-
S0°0-

TE'Y
76°8¢

£€%°0
ve°0
99°0
8%°0
TL°0
790
7S°0
7L°0
L9°0

1

YA
61°70¢

8C°0-
Te°0~
8170~
ST°0-
81°0~
?1°0-
i 0-
91°0-
£1°0-

10°0-
?0°0-
®0°0
90°0-
<10
920
00°0
2170
AN\

£

61°6¢
£8°¢¢e

0c'0-
?1°0-
Le’0-
Le°0-
£7°0-
1£°0-
T o-
97°0-
€L 0-

t9°y
z8° 16

00°0-
01°c-
8C°0
6T°0
9€°0
8¢°0
92°0
0
™0

7€°S6
TT1°68L

6¢°0
2e°0
61°0
8T°0
11°0
T0°0-
91°0
60°0
10°0-

[4

0s°o ‘d°s
9v*0  ueay
£0°0 0c¢
<070 8¢
90°0 ae
60°0 5¢
£1°0 kXA
<170 1 %4
eT°0 T¢
£T°0 0z
11°0 61
A
9v° €9 °a°s
£L° TG ueal
£2°0 0¢
sZ°0 8¢
81°0 4
91°C S¢
01° 0 ka4
1070~ €2
10 1¢
60°0 0z
00°0 61
T

sa7qelIBp IDY3I(O TZ Y3ITM SOOIpPuU] SSaudAl3dajjq [ooydg jo sadaAl snotaep a2yl JO SUOTIBR[aII0)

9 @214qeL

O

Aruitoxt provided by Eic:

E




3
]

7 €8°
7 €8’

S8°
€S’
8L’
7

09°

-38-

08"

L

JUS¥IT3I80)
A3TTTqRTTY

10°S
86°Y

19°S

A B

7S¢

08°¢

8Y°1

26°¢

7e°¢

o) = 1-2.
J9STON
/Teudr1s

0s'1 8Lt
£ES°1 18°¢
8%°1 91°%
26’6 %e°S
%s°¢ sy
£C°S 1e°L
Lt 9L°s
s%°¢ 08°v
VAAN L
mmam51mwb mﬂoo:umwb
3juauodwo’) adueraep

L @19eL

I13S (3Is@I=1g) Tenprsay Tooyds
91005 9OUBI3IIJT(J UESIN
I4S TenpIsay TenpTATpUl

(sjuapnis Burxo05-Y3TH)
I9S P2392110) LCOTSSa13ay TOOUIS~-UTYITM

(s3juapnis SUTIC'3~-3TPPIN)
14S P33199110) UOTSS3aa3ay TOoOYILS-UTYITM

(sjuapnis Buri0d§5-MOT)
13S P2302110) UOTISSa13ay TUOUIS-UTYITM

(s3uapnag Buraod5-yY3TH)
19S UOTSSa133yY TOOYIS-UTYITM

. (s3juspnig 3urI0dS-3TPPTN)
I9S uoyssaiday TooYIS~-UTYITM

(s3uapnis 3UTI0DS-MOT)
19S uorssaiday TOOYIS-UTYITM

2INseal

Spoyla9n I1UaI33IITU 2ATJI Lq pajewilsy SIOIpU) SSBUIATIDAIIF

T00UDS 104 SIUBTOTIL90) AITITIYRITIY puk sSoIzey 9STON-0I-TBRUSTSG ‘SIjusduoawo) sdueldep

‘0¢
‘8¢

‘9¢

*6C

"%z

i X4

*1¢

*0¢

‘61

Aruitoxt provided by Eic:

E\.



L8
oy°
L8’
(1
wL*
LT
9L’
9t~
8¢"

SI030TpPa1g
a3Yy3iQ 3y ym
UOTIBT31109
ardraTnp

ETES

e’ ~
Le’
1e° -
ST®
0T
A%
IT*
8T -
0L

I3S Y
1030Tpai1g Jo
UOTIBT9110)

‘uot3enba uorssaaldaa

aya o3uy paaslus 10307paad 3IseT 9yl 03 19331 IJ PUB Jgx

0T1°< 01°< 0T'< 0T°'< 0T’ > 0T > T0°> TO00'> TOO'>

ge” L9°0 8C°T S1°¢ HT1°¢ £8°¢ 9¢€°8 87°'€T 86°%9

VAR VA/AN 1A § VAR ST (71 0S°T 86T LT

€8’ €8’ 8’ ¢8° 18° 08" 6L’ 9L 0L

Ev'LE 9% L€ (9°9€ TT1°9¢ THh'GE O0€°GE 8%°'GL 6E€°T% <¢C0°6¢C

10°

¢0° - 20" -

00° 00° 00°'-

t0° €0’ €0 [A'N

T0 "~ T0° - 10°- T0° - 10° -

0¢’ 0c¢* T¢* ¢c¢’ T¢* ¢c’

10° 10° 10° T0° 10° T0° 10°

ST° - A ST* - LT - 9T "~ 9T* -~ 1 9T°* -

Le” Le” 195 9¢ " Le 13 8¢’ 9¢” VAT

6 8 3 9 3 Y € z T
(d) s10301p3aag JO ‘'ON

S319s¢ng 103DTPaXy SNO[AB) WOXS (SIUSPNIE BUTIOIS-ITPPIN) XSPU] SSIUIATI0DI 1Y

8 2TqeL

TOOYDS P9309110) UOISSaAL¥ay TOOYIS-UTYITHM 9Yl SUTIDIPaly X0 SIUSTOTJI90D) UOTSSaIEdY

Adx
leo ¢ H'm*

IS394g

d

Juep3lsuU0)

6
8T
8
L
T
ST
4

s

W1

10301P9xg

Aruitoxt provided by Eic:

E\.




Figure Captions

Fig. 1. Within-school regression lines for three hypothetical
scheols.

Fig. 2. Comparison of "true" and observed regression lines.

Fig. 3. Plot of school effectiveness indices for middle-scoring
students from corrected within-school regression and school effectiveness
iﬂdices from totel individuel residuals.

Fig. 4. Plot of school effectiveness indices for middle=-scoring
students from corrected within-school regression and school effectiveness

indices predicted from three variables.
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Fig. 1. Within-school regression
lines for three hynothetical schools,
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Fig. 2. Comparison of "true" and
ohserved regression lines.
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Fig.3. Plot of SEIs for middle~scoring students from corrected within school regression and SEls

from total individual residuals.
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SEIs for middie-scoring students from corrected within-school regression
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SEIs predicted from three variables
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